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How NLP benchmarks are changing

. You will feel utterly numb after the ;,'.'; This is an impressive film in many ways,
. screening of The Dark Knight. The film is and Nolan directs with real confidence, yet
{ - bleak and brilliant. the overall result feels cumbersome.
t Sentiment o
I May 31, 2017 | Full Review August 20, 2014 | Full Review...
i Analysis
3 \J James Christopher \j Jonathan Romney

Times (UK nhdependent on Sunday

w TOP CRITIC w TOP CRITIC

ROOT

Linguistic 7\ l&\//_\
§ Structure

| saw a girl with a telescope |

Past

* Jasks focus on lexical, linguistic knowledge
* All the necessary context is provided

[Pang et al, EMNLP 2002, de Marneffe et al LREC 2014]
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How NLP benchmarks are changing

. You will feel utterly numb after the
screening of The Dark Knight. The film is
bleak and brilliant.

;,'ﬁ This is an impressive film in many ways,
and Nolan directs with real confidence, yet
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| saw a girl with a telescope j |

&, X repel
V\ Y’s attack

Commonsense
reasoning
X wanted to x needs to
save themselves train hard
| Cristiano Ronaldo plays
Fact Checking

for ANSWER] team.
Today

* Further requires factual knowledge and
reasoning based on common sense

[Petroni et al, EMNLP 2019, Sap et al, AAAI 2019]



How NLP benchmarks are changmg QA

. Questlon What shlft happened Ig anlmal regulatlon N 1963 in ! Questlon Where Was the Iast Wlnter Olympl c G ames h eI d’?
y U.S?

Document Context: ...\Whereas the Lacey Act dealt with game
animal management and market commerce species, a major
shift in focus occurred by 1963 to habitat preservation instead

of take regulations. A provision was added by Congress in the - o
Land and Water Conservation Fund Act of... y
WAKIPEDIA

Answer is span in the provided document { | The Free Encyclopedia

Answer: Sochi |

Past Today

» All necessary context is provided in the  The model is required to find answer in
evidence document an unconstrained setting
Lee et al, ACL 201
[Rajpurkar et al, EMNLP 2016] [Lee et al, ACL 2019,

4 Asai et al NAACL 2021]



Open Retrieval QA: missing contexts

-

for ANSWERY] team.

~

Cristiano Ronaldo plays

J

l%

@

[Dhingra et al, ArXiv 2021]



Open Retrieval QA: missing contexts
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for ANSWERY] team.
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Cristiano Ronaldo plays

Cristiano Ronaldo

1992-1995
1995-1997
1997-2002

Years

2002-2003
2002-2003
2003—-2009
2009-2018
2018—-2021
2021-

Youth career

Andorinha

Nacional

Sporting CP

Senior career*

Team Apps (Gls)
Sporting CP B 2 (0)
Sporting CP 25 (3)
Manchester United 196 (84)
Real Madrid 292 (311)
Juventus 98 (81)

Manchester United 4 (3)

[Dhingra et al, ArXiv 2021]



Open Retrieval QA: missing contexts

é h

! : When are you asking

Cristiano Ronaldo plays this question? T temporal context
for ANSWERY] team.

L o - \

1 Cristiano Ronaldo B

Youth career

1992-1995 Andorinha
1995-1997 Nacional
1997-2002  Sporting CP

Senior career*

Years Team Apps (Gls)
2002—-2003  Sporting CP B 2 (0)
2002—-2003  Sporting CP 25 (3)
2003—-2009 Manchester United 196 (84)
2009-2018  Real Madrid 292 (311)
2018-2021  Juventus 98 (81)
2021- Manchester United 4 (3)
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Open Retrieval QA: missing contexts
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Open Retrieval QA: missing contexts
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Open Retrieval QA: missing contexts

é h
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geographical
Where are you asking context
this question?

How many gold medals did we \
win in the Winter Olympics 20187

£
2 | o~ 8
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Incorporating extra-linquistic contexts into QA

4 ) 4 R
Cristiano Ronaldo plays When are you asking < temporal context
for [ANSWER] team. this question?
L / .

X

\ -

How many gold medals did we
‘win in the Winter Olympics 20187

Where are you asking geographical
this question? context
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This Talk

o ' _Ii ot v SituatedQA: Incorporating Extra-
InCOrpOratlng O extra Im_ngt_IC CONLEXIS (“‘ Linguistic Contexts into QA [EMNLP 2021]
temporal and © geographical) into open | | —_

] _ _ Michael J.Q. Zhang and Eunsol Choi
retrieval question answering
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How NLP benchmarks are changing
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Two types of knowledge rich tasks

Fact Verification [viachos and Riedel, 2014, "
Thorne et al., 2018] & ﬂ’
 Simple facts on real world entities WIKIPEDIA
Claim: There exists a producer and an actor
. Supported
called Simon Pegg
Claim: Mary McGee was the first woman to
. . Refuted
compete in the Baja 1000, between 1971 and 1979.
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Two types of knowledge rich tasks

Commonsense Reasoning

Fact Verification [viachos and Riedel, 2014, ="

Thorne et al., 2018] o \‘2_;7 [Levesque gt al., 201.1, .Talmor et al., 2019, ?921]

. Simple facts on real world entities WIKIPEDIA  Reasoning on fictional / general entities
Claim: There exists a producer and an actor Supported Where on a river c.an you hold a cup upright to catch Wate.r on a sunny day?
called Simon Pegg vV waterfall, X bridge, X valley, X pebble, X mountain
Claim: Mary McGee was the first woman to Where can | stand on a river to see water falling without getting wet?

. . Refuted
compete in the Baja 1000, between 1971 and 1979. X waterfall, v bridge, X valley, X stream, X bottom
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Our work: reasoning based on facts about entities

Commonsense Reasoning

Fact Verification [viachos and Riedel, 2014, -+ "

Thorne et al., 2018} = [Levesque et al., 2011, Talmor et al., 2019, 2021]

. Simple facts on real world entities WIKIPEDIA  Reasoning on fictional / general entities
Claim: There exists a producer and an actor Where on a river can you hold a cup upright to catch water on a sunny day?
called Simon Pegg Supported vV waterfall, X bridge, X valley, X pebble, X mountain
Claim: Mary McGee was the first woman to Refuted Where can | stand on a river to see water falling without getting wet?
compete in the Baja 1000, between 1971 and 1979. X waterfall, V bridge, X valley, X stream, X bottom

Claim: Harry Potter can teach classes on how to fly on a broomstick.

[ True? L ©.@
\a f
[ False? {
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Our work: reasoning based on facts about entities

L Commonsense Reasoning
R [Levesque et al., 2011, Talmor et al., 2019, 2021]
o  Reasoning on fictional / general entities

Fact Verification [viachos and Riedel, 2014
Thorne et al., 2018]

« Simple facts on real world entities WAKIPEDIA
Claim: There exists a producer and an actor Where on a river can you hold a cup upright to catch water on a sunny day?
called Simon Pegg Supported vV waterfall, X bridge, X valley, X pebble, X mountain
Claim: Mary McGee was the first woman to Refuted Where can | stand on a river to see water falling without getting wet?
compete in the Baja 1000, between 1971 and 1979. X waterfall, V bridge, X valley, X stream, X bottom

Claim: Harry Potter can teach classes on how to fly on a broomstick.

4
Harry Potter is a wizard ... |
P Someone who’s good at Tr 0,0
7 1sawizarg ... ue —
i He plays Quidditch while riding on =i something can teach it [ J W

WAKIPEDIA a broomstick.
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This Talk

* |Incorporating two extra-linguistic contexts (
temporal and & geographical) into open

retrieval question answering

* Presenting a benchmark which evaluates
model’s reasoning ability anchored at entity

iInformation
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How commonly questions depend on contexts?
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How many gold medals did we \
‘win in the Winter Olympics 20187

When are you asking
this question?

.
I temporal context
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How commonly questions depend on contexts?

p
I temporal context

geographical
context

[Analysis on Natural Questions, Kwitakowski et al, TACL 2019]
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SituatedQA: Our Goals

1. Create QA systems that can produce the appropriate answer for a
given temporal or geographical context

2. Analyze existing benchmarks and models how they handle such
extra linguistic contexts
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The SituatedQA Task: (question, context) — answer

- Question Temporal Context
- ’
~ ) 2014
Where was the last 2015
Winter Olympic Games 201
held? 2017

J

1% 2022 2021

Question y Geographical Context

r h (Norway)ye-— | uem

How many gold medals

did we win in the Winter (US)b’
Olympics 20187

& ~ 7 (Brazil)b»
P &




The SituatedQA Task: (question, context) — answer

- Question Temporal Context
PN ’
e ~ 2014
Where was the last 2015 J Sochi
Winter Olympic Games .
eld? s 2017 J Sochi
J
! £ 2022 2021 J Pyeongchang
Question y Geographical Context

Z"‘ !
%

-

x%

Olympics 20187

~

How many gold medals
did we win in the Winter

J

(usﬂ\>
(Brazil)i\\ > J 0




Dataset: Sourcing Questions for SituatedQA

Temporal Dependence in QA

Temporally dependent questions are abundant in existing datasets

 Annotators provide the correct answer at the time of annotation

e We find that 10-30% of examples in TyDi-QA (English Only), WebQuestions, MS
MARCO, NQ-Open are temporally-dependent
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Dataset: Sourcing Questions for SituatedQA

Temporal Dependence in QA

Temporally dependent questions are abundant in existing datasets

 Annotators provide the correct answer at the time of annotation

e We find that 10-30% of examples in TyDi-QA (English Only), WebQuestions, MS
MARCO, NQ-Open are temporally-dependent

Geographically Dependence in QA

Geographically dependent questions are absent in existing datasets

* There is no natural “correct” geographical context for annotators

* To create such questions, we edit existing questions that specity a location

Who is the president of the US? Who is the president?

20



Dataset: Geographical SituatedQA

0. Input Question

When was the last time states
were created?

27



Dataset: Geographical SituatedQA

0. Input Question

When was the last time states
were created?

1. ldentification

Is this question
geographically-
dependent?
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Dataset: Geographical SituatedQA

0. Input Question 2. {Location / Answer} Collection

When was the last time states
were created? Identify locations

and their
corresponding
answers

1. ldentification

Is this question
geographically-
dependent?

29



Dataset: Geographical SituatedQA

0. Input Question 2. {Location / Answer} Collection

When was the last time states
were created? Identify locations

and their
corresponding

1. Identification answers

Is this question
geographically-
dependent?

3. Validation

Is this {Location / Answer}
pair correct?
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Dataset: Temporally SituatedQA

2. Answer Timeline Collection
0. Input Question

Previous Answer
Start Date

When was the last time states |
were created? Create a timeline of Previous

the current and Answer Current Answer
previous answers to Current Start Date

1. Identification the question Answer

Is this question
temporally-
dependent?

3. Validation

Is this {previous / current}
answer correct?




Mapping Answer Timeline to {Temporal Context / Answer}

Data collection
date Static: Using temporally-independent

questions by sampling a date after its
original answer was collected

Example: Where is Belize as of 20207

Static
Questions Answer
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Mapping Answer Timeline to {Temporal Context / Answer}

Data collection
date Static: Using temporally-independent

Static guestions by sampling a date after its
Questions Answer original answer was collected
Example: Where is Belize as of 20207
Sampled: selecting a timestamp

Previous Answer  Petween an answer’s start and end date

Temporally Previous Start Date Example: Who was the most recently
Answer ; i '

Current Answer appointed supreme court justice as of

Dependent Start Date

Current

. March 25, 2019?
Questions Answer
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Mapping Answer Timeline to {Temporal Context / Answer}

Data collection
date Static: Using temporally-independent

Static guestions by sampling a date after its
Questions Answer original answer was collected
Example: Where is Belize as of 20207
Sampled: selecting a timestamp

Previous Answer  between an answer’s start and end date
Temporally Previous Start Date Exam_ple: Who was the mc_>st r_ecently
Dependent Answer Current Answer appointed supreme court justice as of

. Current Start Date March 25, 2019?

Questions Answer

Start: using an answer’s start date

Example: Who was the most recently
appointed supreme court justice as of
October 26th 20207
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The SituatedQA Task: (question, context) — answer

=
- Question Temporal Context
DS ’
r ~ ¥ 2014
Where was the last ) 2015 J Sochl
Winter Olympic Games 2018
Sochi
held? LI 2017 J

Sourcing from NQ-Open, we create:

 Temporal SituatedQA containing 6.7K examples

* Geographical SituatedQA containing 5.5K examples

(Norway)s ¢ T

How many gold medals

did we win in the Winter (Us)b’
Olympics 20187
- L / (Brazil)b} J 0




Experiments: Input modification

Query modification is used to specify extra-linguistic context to a model

How many seasons are there 7 September. How many seasons are there for

for American Horror Story? 5019 American Horror Story as of
September, 2019?

When was the last time states Nigeria When was the last time states

were created? J were created in Nigeria?
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Experiments: Models

Closed-Book (BART) Retrieval-Based (DPR)

| remember ! You found me £

The answer is B _~—M_ITheansweris

SESANE STREET
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Experiments: Models

Closed-Book (BART) Retrieval-Based (DPR)

| remember ! s You found me £!

The answer is | ——~M__ The answer is

SESANE STREEf

e Zero-shot models are trained on NQ-Open
* Fine-tuned models are first trained on NQ-Open, then also tuned on our
collected training data

33



Results: Temporal SituatedQA
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Results: Temporal SituatedQA

N
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Answer Accuracy (EM)
o S
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'+ Closed-Book .5 -1 Retrieval-Based = T
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Answer Accuracy (EM)

Results: Temporal SituatedQA

[ | 1
Closed-Book ' Retrieval-Based £ —§
(BART) ; (DPR) S
60 . » g
1 I Human Performance
i i
i i
45 : :
i 1o W ' NQ-Open Performance
' 28.8 :
30 26 : 24.9 :
..... -1.9.515-7 18-316.2 : 1 8.5 1 5-9 1 7-2 : StatiC
15 12.4 : : Start
: : Sampled
i i
O [l ]
Zero-Shot \ Fine-tuned \1 Zero-Shot \ Fine-tuned \n\
N o o o e m e mm mm wm o N\ mm wm wm wm mm e mm mm m
Models struggle the most with contexts that are between answer transitions
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Results: Geographical SituatedQA
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Results Geographlcal SituatedQA

Closed-Book Retrieval- Based
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1. Models perform worse on rare locations
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Results: Geographical SituatedQA
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Why Is human performance so low?

e Automatic exact match score underestimates model’s performance
e System showed up to 41-54% accuracy gain with human evaluation

* Alternative interpretation of the question:

* “who has the most superbowl rings”
» “which person (including coaches) has the most superbowl! rings”
* “which player has the most superbowl rings”
* “which team has the most superbowl rings”
* Different granularity of answers:

*the year (1982) vs. the month (October 1982)

the city (Pawtucket) vs. the state (Rhode Island).
«Same answer, different surface forms:

- “about 930 BCE” and “around 930 BC”

For more discussions, please look at our EfficientQA Workshop report! [Min et al, JMLR 2021]
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Analysis from SituatedQA data

- Question Temporal Context
- ’
e 2 2014 _
Where was the last 2015 J Sochi
Winter Olympic Games .
rzlel dp? 201 2017 J Sochi
J
! £ 2022 2021 J Pyeongchang
Question y Geographical Context
4 )

x%

Olympics 20187

How many gold medals
did we win in the Winter

J

(us)i\> o9
(Brazil) 2
razi b} J




Accuracy (Exact Match)

Analysis: Geographical Bias

Q: What is the assumed context for a geographically-dependent question?

 Provide model with purposefully ambiguous question without geographical location specified, which
location’s answer would the model output?

e~ T T TEEEEEEEELTE oTmEEEEEREERERERERRRRR®= 4
 Closed-Book % 4: ' Retrieval-Based :
i u < O <5\ .
| (BART) | 31 ! (DPR) o :
i I Ve ’
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' 23.8 - 23.8 :
20 1 l |
i [ :
i 1 !
[
o 10 : 10 :
|
: 0.4 : 5.9 59 :
i [ . :
0 g ! 0
0:» - i
! S -Q X ! & 0 » @ |
".-.f--.\*:&.-.é:f--%’f" ".--.°--->°ef---’?®.-.‘2:'&.-¢'



Accuracy (Exact Match)

Analysis: Geographical Bias

Q: What is the assumed context for a geographically-dependent question?

QL
o

N
o

—
o

o

 Provide model with purposefully ambiguous question without geographical location specified, which
location’s answer would the model output?

- L ~
 Closed-Book 8 s . + Retrieval-Based =% |
I Oradis sl o 42\ B

I : ] ;"F\w

: (BART) i 'y (DPR) :
i g | i
i p ! i
' 123.8 ', |23.8 :
[1 i ]
i " i
I ! i
i p ! i

[
: C - - 0 :
: . o 5.9 .
| 4.6: 29 !
i | i
I . I
0 S . « p ! ) . X
A\ )& S &

Models tend to
assume the question

is posed in the US




Analysis: lemporal Adaptation

Q: In original open retrieval QA setting, do models trained on data

collected in the past generalize to answering questions asked In the
present?

49



Temporal Dependence of Models

¢

THE APPLE TIMES

?ﬁ"'-'_‘THEAP%ETIMES *7 Wlklpedla dump
: : Dec 2018 “  used by DPR

¢

THE APPLE TIV

Feb 2019 | <& Pre-training data for LM

[Lazaridou et al, ArXiv 2021, Dhingra et al, ArXiv 2021] 50



Temporal Dependence of Models

¢

THE APPLE TIMES

1 | ate 2018 NQ data is collected
. Wikipedia dump

f Dec2018 | “~ used by DPR

s Feb 2019 | <& Pre-training data for LM

ki

Feb 2021 SituatedQA data is collected

[Lazaridou et al, ArXiv 2021, Dhingra et al, ArXiv 2021] 51



Analysis: lemporal Adaptation

Current _
Stable Answer ok Late 2018 NQ data is collected
Start Date 2018
. Wikipedia dump
yk Dec 2018 " used by DPR
2019
pk Feb 2019 | <& Pre-training data for LM
2021\,

Feb 2021 |SituatedQA data is collected
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Analysis: lemporal Adaptation

Current
Stable Answer ok Late 2018 NQ data is collected
Start Date 2018
. Wikipedia dump
yk Dec 2018 " used by DPR
2019
Current .
Updated Answer X Feb 2019 | & Pre-training data for LM
Start Date

2021\,
Feb 2021 |SituatedQA data is collected
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Analysis: lemporal Adaptation

Stable
Updated

{ &
Closed-Book % i2:
U R g R e ¥ 777} A
& P o \ /

30

20

Closed-book models cannot

adapt to questions with
updated answers

10

0
Zero-Shot Fine-Tuned

Pretrained on Data < February 2018



Temporal Dependence of Models

¢

THE APPLE TIMES

Can we simply swap the retrieval
corpus to feed updated information?

rﬁ":_‘THF,AP%BTlMEs 7 W|k|ped|a dump
e Dec 2018 = used by DPR

¢

THE APPLE TIV

= Feb 2019 | & Pre-training data for LM

. Wikipedia dump ;
.~ used by DPR ‘f,

Feb 2021

[Guu et al, ICML 2021] 55



Analysis: lemporal Adaptation
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Analysis: Temporal

Retrieval-based methods
also fail to generalize,

even with access to an
updated corpora

Adaptation

L 4

[ |
' Retrieval-Based M Stabe .
: (DPR) &S Updated |
‘ |
i [
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. December 2018 * February 2021 :
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Keeping Benchmark Temporally Valid

We can fix the world knowledge that we will query from:
M\ KILT  (Petroni et al, NAAGL 2021]

We will keep updating the test set with newly acquired examples:

L0Tglglel Yo\Vile=]  [Zeller et al, NAACL 2021]

[Kiela et al, ArXiv 2021]

We can embrace temporal context into the task definition!




Related Work:

AmbigQA [Min et al, EMNLP 2020] explores ambiguity in QA,
iIncluding ambiguity that cannot be resolved with context

[Lazaridou et al, ArXiv 2021, Dhingra et al, ArXiv 2021] explore
creating temporally-aware pretrained language models

GD-VCR [Yin et al, EMNLP 2021] looks at geographical
dependence In visual commonsense reasoning
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This Talk

* |Incorporating two extra-linguistic contexts (
temporal and & geographical) into open

retrieval question answering

* Presenting a benchmark which evaluates
model’s reasoning ability anchored at entity

iInformation

60

-
-~

SituatedQA: Incorporating Extra-
Linguistic Contexts into QA [EMNLP 2021]

Michael J.Q. Zhang and Eunsol Choi

CREAK: A Dataset for Commonsense Reasoning
over Entity Knowledge [In submission]

Yasumasa Onoe, Michael JQ Zhang, Eunsol Choi, Greg Durrett



https://openreview.net/profile?id=~Yasumasa_Onoe1
https://openreview.net/profile?id=~Michael_JQ_Zhang1
https://openreview.net/profile?id=~Eunsol_Choi1
https://openreview.net/profile?id=~Greg_Durrett1

Our work: reasoning based on facts about entities

L Commonsense Reasoning
R [Levesque et al., 2011, Talmor et al., 2019, 2021]
o  Reasoning on fictional / general entities

Fact Verification [viachos and Riedel, 2014
Thorne et al., 2018]

« Simple facts on real world entities WAKIPEDIA
Claim: There exists a producer and an actor Where on a river can you hold a cup upright to catch water on a sunny day?
called Simon Pegg Supported vV waterfall, X bridge, X valley, X pebble, X mountain
Claim: Mary McGee was the first woman to Refuted Where can | stand on a river to see water falling without getting wet?
compete in the Baja 1000, between 1971 and 1979. X waterfall, V bridge, X valley, X stream, X bottom

Claim: Harry Potter can teach classes on how to fly on a broomstick.

4
Harry Potter is a wizard ... |
P Someone who’s good at Tr 0,0
7 1sawizarg ... ue —
i He plays Quidditch while riding on =i something can teach it [ J W

WAKIPEDIA a broomstick.
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Solving newer tasks requires...

-

Sancho Panza is a
character in Don
Quixote.

~

L

p =

-

~

Damon Albarn's debut
album was released In

2011.

-

He (Don Quixote) recruits a
simple farmer, Sancho
Panza, as his squire.

WIKIPEDIA

\_

His (Damon Albarn’s) debut solo

studio alboum Everyday Robots was

released in 2014.

J

entity
knowledge

2
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How much models know about entities?

Closed-Book (BART) Retrieval-Based (DPR)

| remember ! g You found me £!
The answer is | —M__ The answer is

~ < e 3 )
e adh » <= J ) ~ N
X Uo T G‘; . ! o/ \ 1 B
g . G ’.‘ ,,o"‘;';., ‘ 1 | “
( ¥ 1 ‘Al .

 Both closed book approaches and retrieval based approaches perform
competitively for filling in unambiguous facts about entities
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Injecting Entity Knowledge into LMs <«

Answer: Down House

Predict answer entities from entity
vocabulary ﬂ:namyscme
(/1\:) (4\:) (? (? (¢J ( 01035: Charles Darwin OOOj
Transformer Layers 020124: Charles River \OOOJ
b Dy b b dof [ e GO0

\

Construct a vector representation QQQ}\

for entity, integrate it into query C) ) () () ()]
encoding

Q3038318: Down House (OOO)

Entity Memory

I

Transformer Layer

) ) ) )
Where did Charles Darwin live ? [ANS]

64 [Entity as Experts, Fevry et al, EMNLP 2020]



Questions can require implicit reasoning

(" )

. N\ 7o .
Sancho Panza is a s . . o entit
- He (Don Quixote) recruitsa | " o y
character in Don . v knowledge
. simple farmer, Sancho IKIPED!
Quixote. . .
s b Panza, as his squire. <&
- A\
é ) 4 N\
1 Damon Albarn's debut His (Damon Albarn’s) debut solo
. album was released in studio alboum Everyday Robots was
2011 released in 2014.
\ y \_ )
) e ~
Can Aristotle use a laptop? 2977
. [Geva et al, TACL 2021], - <
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Questions can require implicit reasoning

(" )

Sancho Panza is a g . . ek ntit
. He (Don Quixote) recruits a entity
character in Don . v knowledge
. simple farmer, Sancho IKIPEDI
Quixote. . .
s b Panza, as his squire. <&
- \
é ) 4 N\
1 Damon Albarn's debut His (Damon Albarn’s) debut solo
s album was released in studio aloum Everyday Robots was
2011 released in 2014.

\ Y, \- Y,
) - ~
Can Aristotle use a laptop? ??7?7
\-
\_

[Geva et al, TACL 2021], \- ~
) 4

One can drive from La Jolla to 2??7?

NYC in less than two hours. \- J
J
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CREAK: A Dataset for Commonsense
Reasoning over Entity Knowledge

* Jotal 13K crowdsourced statements (half false, half true) covering 2K entities

Claim: Harry Potter can teach classes on how to fly on a broomstick.

L Harry Potter is a wizard ... Someone who's good at [ T
w2 He plays Quidditch while riding on = . _ rue
Nt - something can teach it.

WIKIPEDIA a broomstick.

Claim: One can drive La Jolla to New York City 1n less than two hours. “False
i — alse
G ) "4 La Jolla is in California. It takes 5h with airplane to fly from
R 4 NYC is in New York. California to New York.

WIKIPEDIA
Claim: Franc¢ois Mitterrand became a Texas Senator 1n 2001. . False
;’.,.r‘*gq Francois Mitterrand (26 Oct 1916
Y — 8 Jan 1996) was a French
WiKIPEDIA statesman.
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Manual Analysis: What’s required to solve this task?

Retrieval (18%)
e \We can find a very relevant sentence in the
retrieval corpus.

e e.g., The Harry Potter series originally began
with the books.

Common sense (28%)
e (Complex reasoning but easily verifiable
e e.g., Only trumpet players can perform a solo.

A mix of retrieval and common sense (54%)

e e.g., One can drive from La Jolla to New York
City in less than two hours.
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Manual Analysis: What’s required to solve this task?

Retrieval (1 80/0) - Right/wrong affiliation/classification

- Similar sounds (e.g., dessert and desert)

® We can flnd d Very relevant Sentence In the - Matching/mismatching sense organs and their
retrieval corpus. . Maltinctioing systom (59, hunan without a hear

o eg, The Harry Potter Serles Orlglna”y began - Right/wrong characteristic (e.g., helium is the

lightest element)
1 - Inability (e.g., a human can safely eat plutonium,
Wlth the bOOkS' Justin Bieber performed at Abraham Lincoln's
inauguration)
o Physically impossible

Common sense (28%) > Geograpnically mpossice
e (Complex reasoning but easily verifiable - Imaginary event

* Negating a true statement
o eg . On/y trumpet players can perfOrm a SOIO_ - Matching/mismatching position/location (e.g.,
pancreas is right above the brain)
- Matching/mismatching tradition (e.g., camels are
common pets in US)

A mix Of retrieval and COmmOn Sense (540/0) - Matching/mismatching temporal information (e.g.,

Easter in October)

e e.d., One can drive from La Jolla to New York |- watching/mismatching functionaiity

- Matching/mismatching purpose

Clty In leSS than tWO hOLlrS. + Qutdated information (i.e., not true anymore)
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Manual Analysis: What’s required to solve this task?

Retrieval (18%)
e \We can find a very relevant sentence in the o P
retrieval corpus. CREAK: A Dataset for Commonsense Reasoning
e e.g., The Harry Potter series originally began A
with the books. sswat S S R S

could fill a cup under a waterfall, social knowledge like bumping into someone is awkward, and other generic situations. However, there
is a rich space of commonsense inferences anchored to knowledge about specific entities: for example, deciding the truthfulness of a
claim Harry Potter can teach classes on how to fly on a broomstick. Can models learn to combine entity knowledge with commonsense
reasoning in this fashion? We introduce CREAK, a testbed for commonsense reasoning about entity knowledge, bridging fact-checking
about entities (Harry Potter is a wizard and is skilled at riding a broomstick) with commonsense inferences (if you're good at a skill you
can teach others how to do it). Our dataset consists of 13k human-authored English claims about entities that are either true or false, in
o addition to a small contrast set. Crowdworkers can easily come up with these statements and human performance on the dataset is
o m m o n S e n S e 0 high (high 90s); we argue that pre-trained language models (LMs) should be able to blend entity knowledge and commonsense
reasoning to do well here. In our experiments, we focus on the closed-book setting and observe that a baseline model finetuned on
] n n n existing fact verification benchmark struggles with the type of inferences in CREAK. Training a model on CREAK improves accuracy by
m a substantial margin, but still falls short of human performance. Our benchmark provides a unique probe into natural language
‘ O p eX re a S O n I n g u e a S I y V e r I I a e understanding models, testing both its ability to retrieve facts (e.g., who teaches at the University of Chicago?) and unstated

commonsense knowledge (e.g., butlers do not yell at guests).

e e.9., Only trumpet players can perform a solo.

A mix of retrieval and common sense (540/0) https://www.cs.utexas.edu/~yasumasa/creak/
e e.g., One can drive from La Jolla to New York
City in less than two hours.
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Experimental Results
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Experimental Results
Closed-Book Models
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Experlmental Results
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Summary

CREAK aims to evaluate models’ ability to do reasoning based on
facts about real world entities.

Bigger models perform better, retrieval helps somewhat, still lags (10+
points) behind human performance even without adversarial filtering
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Today

e Understanding the extra-linguistic contexts

e Reasoning based on facts about entities

. . o ~  <temporal context
o When are you asking
Cristiano Ronaldo plays this question?
for ANSWER] team. q \
,

é h

L
1< How many gold medals did we X Where_ are YOlf aiking O @ @
win in the Winter Olympics 20187 || this question? geographicw

\_
\ | context
4 ~———
\ ‘/ & ,;ws

. . S I
One can drive from La Jolla to How far is La Jolla from| . ¢ ) entllt)(;
NYC in less than two hours. NYC? wixreia  RNOWIEAQE
~ y
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Open Questions

e Understanding the extra-linguistic contexts

e How can we keep our benchmarks up-to-date?
e How can we adapt models to rarer, newer contexts?
e \What other extra-linguistic contexts should consider?

e Reasoning based on facts about entities

e How can we inject new information about entities to model?
e Understanding model’s failures — fact memorization /
retrieval vs. reasoning
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Thank You!

79

SituatedQA m Data Explorer ~ Leaderboard

SituatedQA: Incorporating Extra-Linguistic
Contexts into QA

About

Answers to the same question may change depending on the Context Type: Temporal

extra-linguistic contexts (when and where the question was Question: Which COVID-19 vaccines have been
asked). To study this challenge, we introduce SituatedQA, an authorized for adults in the US?

open-retrieval QA dataset where systems must produce the Previous Answer: Current Answer:

. . . Moderna, Pfizer Moderna, Pfizer, J&J
correct answer to a question given the temporal or geographical

Q N\ N\ N N\ N
context. To construct SituatedQA we first identify such questions qp,@' \\f\,& qp,& ,,)\'»@' b‘\%& 6\%&
in existing QA datasets. We find that a significant proportion of b N :Q :Q . :Q N :Q >
information seeking questions have context-dependent answers AN \
(e.g., roughly 16.5% of NQ-Open). For such context-dependent Context: Dec 18, 2014 Context: Apr 10, 2021
uestions, we then crowdsource alternative contexts and their (TG FIGTTE
q " o Moderna, Pfizer Moderna, Pfizer, J&J
corresponding answers. Our study shows that existing models
——————6CC

Website: https://situatedga.qgithub.io/

CREAK Data Explorer  Leaderboard

CREAK: A Dataset for Commonsense Reasoning
over Entity Knowledge

About

Most benchmark datasets targeting commonsense reasoning focus on everyday scenarios: physical knowledge like knowing that you
could fill a cup under a waterfall, social knowledge like bumping into someone is awkward, and other generic situations. However, there
is a rich space of commonsense inferences anchored to knowledge about specific entities: for example, deciding the truthfulness of a
claim Harry Potter can teach classes on how to fly on a broomstick. Can models learn to combine entity knowledge with commonsense
reasoning in this fashion? We introduce CREAK, a testbed for commonsense reasoning about entity knowledge, bridging fact-checking
about entities (Harry Potter is a wizard and is skilled at riding a broomstick) with commonsense inferences (if you're good at a skill you
can teach others how to do it). Our dataset consists of 13k human-authored English claims about entities that are either true or false, in
addition to a small contrast set. Crowdworkers can easily come up with these statements and human performance on the dataset is
high (high 90s); we argue that pre-trained language models (LMs) should be able to blend entity knowledge and commonsense
reasoning to do well here. In our experiments, we focus on the closed-book setting and observe that a baseline model finetuned on
existing fact verification benchmark struggles with the type of inferences in CREAK. Training a model on CREAK improves accuracy by
a substantial margin, but still falls short of human performance. Our benchmark provides a unique probe into natural language
understanding models, testing both its ability to retrieve facts (e.g., who teaches at the University of Chicago?) and unstated
commonsense knowledge (e.g., butlers do not yell at guests).

Read the Paper Download the Data & Code Read the Datasheet

Website: https://www.cs.utexas.edu/~yasumasa/creak/
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